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In this paper, we consider the activation processes in a nonlinear bistable system based on a lateral (quasi-two-dimensional) superlattice and study the dynamics of such a system externally driven by a harmonic force. The internal control parameters are the longitudinal applied electric field and the sample temperature. The spontaneous transverse electric field is considered as an order parameter. The forced violations of the order parameter are considered as a response of a system to periodic driving. We investigate the cooperative effects of self-organization and harmonic forcing from the viewpoint of catastrophe theory. Complex nonlinear behaviors including the energetic activation barrier or, more generally, a form of threshold leading to forced bifurcations of dc components of output response accompanied by enhancement of its odd harmonic components were discovered in limited narrow ranges of the control parameters space through numerical simulations. We observed the resonant behaviors of spectral amplification coefficient which is maximized when control parameters are tuned near the critical values of synergetic potential.
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1. Introduction

Activation processes in classical bistable systems in the presence of periodic driving have recently become the subject of growing research activity stimulated by many different scientific disciplines, e.g., biology, electronics and physics.

Analysis of forced vibrations as a response to periodic driving is a major tool for characterizing physical systems and is a very important area of research. Substantial enhancement of input signals based on nonlinear filtering systems has received growing interest due to their promising potential for developing integrated and advanced next-generation nano-devices.

The traditional mechanism for signal amplification is due to nonlinearities in the system transfer characteristics. It should be noted that most of the signal amplification methods studied in the literature are based on effects of stochastic [1] or vibrational resonance [2]. The first effect is when the response of a nonlinear system to a periodic signal is optimized by the presence of a certain amount of noise, the second appears in a nonlinear system driven by two external periodic forces with sharp variation in their frequencies. In this paper we do not consider these effects at the moment and are focusing on a new bifurcation-based scheme that can be employed for robust small-signal amplification (see [3] and references therein). The results bear not only on the fast expanding field of bifurcation-based amplification [4], but also on the physics of classical and quantum fluctuation phenomena in nonlinear vibrational systems, and on the dynamics and fluctuations near bifurcation points.

An important feature of signal amplification through bifurcation is the vibration nonlinearity, which becomes significant even at small vibration amplitudes. It allows investigating a broad variety of nonlinear phenomena, including basic phenomena such as bifurcations, where the number of stable states of the system, or the character of motion, changes with varying parameters. Nonlinear dynamics near bifurcation points is particularly interesting as it is controlled by one, or a few, slow variables [5] and displays universal system-independent features, such as scaling behavior.

Conventional bifurcation amplifiers utilize bifurcations where, as the input changes, the state occupied by the system disappears and the system switches to a different state. In the vicinity of bifurcation points, where the external forcing has its greatest influence, the system goes to the state with either large or small output, depending on the input signal.

The artificially grown quasi-two-dimensional structure — the lateral superlattice (2SL) may serve as an example of materials with required properties. The generic model of SLs, considered in [6, 7], is composed of cylinders of GaAs imbedded in a very thin epilayer of GaAlAs. The GaAs cylinders are arranged in a two-dimensional square-lattice array within the epilayer. The different parameters, including layout and material, can be changed while still retaining the superlattice nature of the structure. Such semiconductor structure being highly nonlinear in the nonequilibrium state represents a rather suitable model system for investigation of general rules of self-organization and forced response output in complex nonlinear systems.

In this paper we propose the novel signal amplification strategy and consider the potential model, in which the control parameters affect the potential shape separately or jointly. Thus, the system has potential diversity, which benefits the acquisition of better output. For that we follow an approach developed in [8, 9] and consider the nonequilibrium electron gas from a viewpoint of catastrophe theory which provides a powerful tool to discover a criterion for stability and instability in a given system in a situation where the nonequilibrium phase transitions (NPTs) occur. In contrast to the previous paper [9] we concentrate on the kinetic regimes at which the
higher harmonics of output signal are suppressed, i.e., the input signal is not distorted when transferring the system under consideration.

2. Sample configuration and static current density

Before the novel signal amplification strategy is proposed, a criterion to evaluate the output signal and system performance is essential, because all the parameters need to be optimized for the best matching system and optimal output. In contrast to the equilibrium case, when studying the nonequilibrium structures the choice of order and control parameters is not defined unambiguously in advance and depends on conditions of experiment. In this context the interconnections of elements of the structure under investigation should be defined.

The system to be considered consists of linear and nonlinear elements and is driven by an a priori known harmonic signal \( U(t) = U_0 \cos \Omega t \). The parameters \( U_0 \) and \( \Omega \) are the parametric driving amplitude and driving frequency; these are easily varied in experimental implementations.

In this paper we consider the following model scheme presented in Fig. 1.

![Fig. 1. Scheme of inclusion of the applied electric field \( E_x \) in the 2SL sample under the harmonic forcing \( U(t) = U_0 \cos \Omega t \).](image)

The effects considered in this paper occur when the applied electric field makes an angle \( \alpha = 45^\circ \) with the principal [01]-axis (Fig. 1). This direction is defined as the \( OX \)-axis. The sample is supposed to be closed-circuited in series with a finite resistor \( R \) in the \( OY \) direction.

When the external electric field \( (E_x) \) is applied to 2SL sample, it gives rise to a transverse field \( E_y [10, 11] \) which is treated as an order parameter. This order parameter defines the output signal \( U_{AB}(t) = LE_y \) — the response of the system, where \( L \) is the sample length in the \( OY \) direction. The system control parameters are \( R, E_x \) and \( T \), where \( T \) is the sample temperature.

Let us define the equation which describes the dynamics of the order parameter. Assume that the period of the modulation signal significantly exceeds the internal relaxation times of the system. Then the continuity equation of the total current (including displacement current) is determined by the second Kirchhoff law for the contour ABCDA for instant current values and has the form

\[
U_0 \cos(\Omega t) = LE_y + SR \left[ \frac{\varepsilon}{4\pi} \frac{\Delta E_y}{dt} + j_y \right].
\]  

(2.1)
Here the Gaussian system of units is used, \( \varepsilon \) is the permittivity of the sample’s material, \( j_y \) is the static current density in the transverse direction (the nonlinear function of the order parameter and control parameters), and \( S \) is the section of the specimen by the plane \( OXZ \).

For further calculation the static current density in 2SL under given conditions should be defined.

When one uses a tight-binding approximation, the energy band is confined in two directions [6, 7] and in the reference frame defined in Fig. 1 the energy spectrum takes the form [9]

\[
\varepsilon(p) = \Delta - \Delta \cos \frac{p_x d}{\hbar} \cos \frac{p_y d}{\hbar} \quad \left( d = \frac{a}{\sqrt{2}} \right) \tag{2.2}
\]

Here \( 2\Delta \) is the allowed miniband width, \( a \) is the SL constant, \( p_x \) and \( p_y \) are the components of the carrier crystal momentum (\( p \)) with respect to axes which are shown in Fig. 1. The motion of the electron along the third direction is considered to be “frozen”.

To calculate the current density (\( j \)) originated from carriers with the dispersion law (2.2), we confine ourselves to the semiclassical \( (2\Delta \gg \hbar/\tau; e|E|d) \) and single-band approximation \( (e|E|d \ll \varepsilon_g) \), where \( \varepsilon_g \) is the forbidden miniband width and \( \tau \) is the mean free time of electrons.

To present the results in dimensionless form, we introduce the measurement units \( p_0 = \hbar/d, \ T_0 = \Delta/k \) (\( k \) being the Boltzmann constant), \( E_0 = \hbar/ed\tau, \ j_0 = ne\Delta d/\hbar \) (\( n \) being the carrier density) and redesignate

\[
\frac{p}{p_0} \rightarrow p, \quad \frac{T}{T_0} \rightarrow T, \quad \frac{E}{E_0} \rightarrow E, \quad \frac{j}{j_0} \rightarrow j. \tag{2.3}
\]

The necessary charge motion equation may be represented as

\[
\frac{dp}{dt} = E, \quad p(0) = 0, \tag{2.4}
\]

where time \( t \) is measured in units of \( \tau \).

We use the Boltzmann kinetic equation with the \( \tau = \text{const} \) approximation of the collision integral (one of the arguments in favor of such an approximation are the results of [12] in which it has been established experimentally that at \( T > 40 \) K the mean free time \( \tau = \text{const} \) and does practically not depend on temperature). Then [13]

\[
j(E, T) = C(T) \int_0^\infty v(p(t, E))e^{-t} dt, \quad v = \frac{1}{\Delta} \frac{\partial \varepsilon(p)}{\partial p}, \tag{2.5}
\]

where \( \varepsilon(p) = \Delta(1 - \cos p_x \cos p_y) \), \( v \) is is the dimensionless charge velocity, \( p(t, E) \) is the solution of the Cauchy problem (2.4) and \( C(T) = \langle \cos p_x \cos p_y \rangle \). Here the angular brackets mean the averaging over the equilibrium carrier distribution. In the following we consider the electron gas nondegenerate, then [10, 11]

\[
C(T) = \frac{I_1(1/2T)}{I_0(1/2T)}, \quad \lim_{T \to 0} C(T) = 1, \quad \lim_{T \to \infty} C(T) = 0, \tag{2.6}
\]

where \( I_n(z) \) is the modified Bessel function.

Thus, we get the normalized current densities in 2SL [9]

\[
j_y(E_x, T, E_y) = C(T) \frac{E_y(1 + E_y^2 - E_x^2)}{V(E_x, E_y)}, \quad j_x(E_x, T, E_y) = C(T) \frac{E_x(1 + E_x^2 - E_y^2)}{V(E_x, E_y)}, \tag{2.7}
\]
where
\[ V(E_x, E_y) = (1 + E_x^2 + E_y^2)^2 - 4E_x^2E_y^2. \]  

(2.8)

To normalize further Eq. (2.1), we introduce the measurement units of conductivity \( \sigma_0 = j_0/E_0 \), time \( t_0 = \varepsilon/(4\pi\sigma_0) \) and frequency \( \Omega_0 = 1/t_0 \) and redesignate
\[ \frac{t}{t_0} \Rightarrow t, \quad \frac{\Omega}{\Omega_0} \Rightarrow \Omega. \]  

(2.9)

As a result, we get the normalized equation which defines the forced dynamics of the order parameter
\[ rA_0 \cos \Omega t = rE_y + \frac{dE_y}{dt} + j_y, \]  

(2.10)

where
\[ A_0 = \frac{U_0}{LE_0}, \quad r = \frac{R_{cp}}{R}, \quad R_{cp} = \frac{LE_0}{Sj_0}. \]  

(2.11)

here the value of \( R_{cp} \) has the sense of sample resistance in weak electric fields.

Define the potential function \( \Phi - \) the synergetic potential (the generalized function of entropy production [10, 11]) whose meaning is discussed in [9]
\[ \Phi(E_x, T, r, E_y) = \frac{1}{2} rE_y^2 + \int_0^{E_y} j_y(E_x, T, E'_y) dE'_y = \frac{1}{2} rE_y^2 + \frac{1}{4} C(T) \ln \frac{V(E_x, E_y)}{(1 + E_x^2)^2}. \]  

(2.12)

and write Eq. (2.10) in the standard gradient form
\[ \frac{dE_y}{dt} = - \frac{\partial \tilde{\Phi}}{\partial E_y} = - \frac{\partial \Phi}{\partial E_y} + rA_0 \cos \Omega t, \quad E_y|_{t=0} = E_{y0}. \]  

(2.13)

Here \( \tilde{\Phi} = \Phi - E_y \cdot A_0 \cos \Omega t \) is the time-dependent modulated potential [14, 15]. Thus, the harmonic forcing violates the static states which are defined by potential \( \Phi \) at \( A_0 = 0 \).

3. Nonequilibrium phase transitions

Consider first the unforced system \((A_0 = 0)\). Define the vector of control parameters \( c = \{E_x, T, r\} \).

Static macrostates of a system are identified as stable critical points of potential function \( \Phi \) and may be received as asymptotic \((t \to \infty)\) solutions of the problem gradient at given values of control parameters and at \( A_0 = 0 \): \(E^{st}_y = \lim_{t \to \infty} E_y(t)\).

The set of all macrostates in a space \( \{(E^{st}_y(c), c)\} \subset R^1 \otimes R^3 \) represents the attractor of a dynamical system (2.13). The boundaries of attraction regions define the unstable states (repeller).

By fixed values of control parameters the phase trajectory \( E_y(t) \) as \( t \to \infty \) tends to some branch of attractor depending on the initial value \( E_{y0} \), i.e., the macrostate \( E^{st}_y \) may depend on its initial value in a discontinuous way. Thus, at some values of control parameters the system is characterized by multistability. As the control parameters are varied, the crises of attractor branches take place, which leads to bifurcations and nonequilibrium phase transitions (NPTs) which are interpreted as structural reorganizations.
According to methods of catastrophe theory [16, 17], the stationary states are identified with the catastrophe manifold $M$ constructed by the critical manifold of $\Phi$:

$$
M = \{(c, E_y) \in R^3 \otimes R^1 \mid \partial \Phi / \partial E_y (c, E_y) = 0\}. \tag{3.1}
$$

Condition (3.1) (the equation of the system state) defines implicitly the parametric representation of order-parameter critical values, i.e., the (multiple-valued) function

$$
\frac{\partial \Phi}{\partial E_y} = 0 \iff E_{y}^{cr} = E_{y}^{cr}(E_x, T, r). \tag{3.2}
$$

The stability of critical values with respect to small fluctuations may be defined by the Morse characteristic of potential $\Phi$ — the critical curvature [16, 17]

$$
W^{cr}(c) = \frac{\partial^2 \Phi}{\partial E_y^2} \bigg|_{E_y = E_y^{cr}}. \tag{3.3}
$$

At $W^{cr} > 0$ the critical point $E_{y}^{cr}$ defines the stable state of the system (attractor), and at $W^{cr} < 0$, the unstable one (repeller). Under the criticality condition $W^{cr} = 0$ the critical point is degenerate.

The bifurcation set (local separatrix) $B \subset R^3$ in the control parameters space $(E_x, T, r)$ is defined by the condition of degeneration of critical points ($W^{cr} = 0$) and may be determined by elimination of parameter $E_y$ from the conditions

$$
\frac{\partial \Phi}{\partial E_y} (c, E_y) = 0, \quad \frac{\partial^2 \Phi}{\partial E_y^2} (c, E_y) = 0. \tag{3.4}
$$

Whenever the control parameters vary very slowly, the system is quasi-static and follows the convention of perfect delay [16, 17]. This is a rule to determine which of the multiple possibilities the system adopts. The state tends to “occupy” a potential minimum. As long as this minimum is nondegenerate, the system is presumed to follow it. Thus, if some path in control parameters space traverses the local separatrix, the reorganization of a system macrostate occurs — the NPT. The local separatrix is the set of confluence points, at which the potential $\Phi$ is not a Morse function and is structurally unstable. By transversal crossover of the local separatrix due to continuous change of parameters the number of static states changes by 2, one of them being the macrostate. At some direction of traverse some local minimum and maximum become confluent and a degenerate stationary state occurs, which disappears as the parameters are varied further. Under a reverse parameters change two stationary states appear “from nothing”. Thus, the local separatrix separates the parameter plane into open regions in which the number of macrostates is constant and every point $(E_x, T, r)$ parameterizes the structurally stable potential function of qualitatively different type.

4. Analysis of static macrostates

Define now the critical manifold and the bifurcation set of the potential (2.12) for $r > 0$ and $T > 0$. 
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The critical manifold is determined by the equation of state
\[ \frac{\partial \Phi}{\partial E_y} = 0 \iff E_y \left[ r + C(T) \frac{1 - E_x^2 + E_y^2}{V(E_x, E_y)} \right] = 0. \] (4.1)

From this equation it follows that the trivial solution \( E_y = 0 \) is critical for any values of control parameters. The corresponding Morse characteristic is
\[ W_1^{cr} = \frac{\partial^2 \Phi}{\partial E_y^2} \bigg|_{E_y=0} = r - C(T) \frac{E_x^2 - 1}{(E_x^2 + 1)^2}. \] (4.2)

Equating \( W_1^{cr} \) to zero, we get in the space of control parameters a set of branch points defined implicitly by the condition
\[ B_1 = \{ c \} : \frac{r}{C(T)} = \frac{E_x^2 - 1}{(E_x^2 + 1)^2}. \] (4.3)

The points from set \( B_1 \) parameterize the potential functions for which the degeneration of static states \( E_y = 0 \) takes place. If the path in parameter space traverses the set \( B_1 \), the branching of the solution to Eq. (4.1) occurs: from the branch \( E_y = 0 \) the nonzero solutions separate in a continuous, but nondifferentiable way, i.e., a second-order NPT takes place. Thus, we call the set \( B_1 \) the set of branching points (each branching is analogous to “Curie temperature” in the classical interpretation of equilibrium phase transitions). The second-order NPTs are characterized by structural instability — the phase transition simply disappears under arbitrary small perturbations or may appear at some other point as a first-order NPT [16].

As \( r \to 0 \), the set \( B_1 \) is a pair of planes \( |E_x| = 1 \), the states \( E_y = 0 \) are stable for \( |E_x| < 1 \) and unstable for \( |E_x| > 1 \).

The right-hand side of Eq. (4.3) is negative when \( E_x^2 < 1 \) and reaches its maximum equal to 0.125 when \( E_x^2 = 3 \). Thus, when \( E_x^2 < 1 \) or \( r/C(T) > 0.125 \), Eq. (4.3) has no solutions, and from (4.2) should be \( W_1^{cr} > 0 \) for any values of control parameters. In this situation, the set of branch points is empty: \( B_1 = \emptyset \), only the trivial states of the system \( E_y = 0 \) are possible. Since \( C(T) \leq 1 \), only such a regime could be realized for \( r > 0.125 \).

If \( r/C(T) < 0.125 \), Eq. (4.3) has two solutions defining the values of the applied field corresponding to the branch points
\[ E_1^2 = \frac{C(T)}{2r} \left[ 1 - \sqrt{1 - \frac{8r}{C(T)}} \right] - 1, \quad E_2^2 = \frac{C(T)}{2r} \left[ 1 + \sqrt{1 - \frac{8r}{C(T)}} \right] - 1. \] (4.4)

For \( E_2^2 \in (E_1^2, E_2^2) \) we have \( W^{cr} < 0 \), so for such \( E_x \) the trivial states are unstable, and when \( E_2^2 \in [0, E_1^2) \cup (E_2^2, +\infty) \), the macrostate \( E_y = 0 \) can be realized.

If \( r/C(T) = 0.125 \), we have \( E_1^2 = E_2^2 \), and the set \( B_1 \) is a pair of planes \( |E_x| = \sqrt{3} \).

At \( E_y \neq 0 \) the set of degenerate critical points \( B_2 \) is defined by exclusion of parameter \( E_y \) from the conditions
\[ B_2 = \{ c \} : \frac{1}{E_y} \frac{\partial \Phi}{\partial E_y} = 0, \quad \frac{\partial^2 \Phi}{\partial E_y^2} = 0. \] (4.5)

Such points parameterize the potential functions for which the degeneration of nonzero critical states takes place.
According to Eq. (4.1), the nontrivial critical value of the order parameter is determined implicitly by the equation

$$E_x^2 - 1 - E_y^2 = \frac{r}{V(E_x, E_y)} C(T). \tag{4.6}$$

This equation implies a necessary condition for $E_x^2 > 1$ and the estimation $E_y^2 < E_x^2 - 1$.

We write Eq. (4.6) in a form solved for the order parameter

$$E_y^2 = E_x^2 - 1 - \frac{C(T)}{2r} + \mu \cdot \sqrt{\frac{C^2(T)}{4r^2} - 4E_x^2} =$$

$$= \frac{C^2(T)}{16r^2} \left(1 - \frac{8r}{C(T)}\right) - \left(1 - \mu \cdot \sqrt{\frac{C^2(T)}{16r^2} - E_x^2}\right)^2, \tag{4.7}$$

where $\mu = \pm 1$.

When $r/C(T) \geq 0.125$, the right-hand side of Eq. (4.7) is nonpositive for any $E_x$, i.e., nonzero critical values of the order parameter can be realized only at $r/C(T) < 0.125$ (this same condition determines the existence of unstable trivial states).

A necessary condition for the existence of a solution of Eq. (4.7) is the condition of non-negativity of the expression under the root sign, i.e., $|E_x| \leq 0.25C(T)/r$.

The Morse characteristic for the equation of state (4.7) is defined by the condition

$$W_{2}^{cr} = \mu \cdot \frac{4r^2 E_y^2}{C(T) - \mu \sqrt{C^2(T) - 16r^2 E_x^2}} \sqrt{1 - \frac{16r^2 E_x^2}{C^2(T)}}. \tag{4.8}$$

Thus, any equation of state (4.7) is stable for $\mu = 1$ and unstable for $\mu = -1$.

As $r \to 0$, we have

$$\lim_{r \to 0} E_y^2|_{\mu=1} = E_x^2 - 1, \quad \lim_{r \to 0} W_{2}^{cr}|_{\mu=1} = \frac{1}{2} C(T) \frac{E_x^2 - 1}{E_x^2}. \tag{4.9}$$

The condition $W_{2}^{cr} = 0$ defines the set $B_2$, whose points parameterize the potential functions for which there is a degeneration of the nontrivial stationary states

$$B_2 = \{ c \} : |E_x| = E_3(T, r) = \frac{C(T)}{4r}. \tag{4.10}$$

For control parameters from $B_2$ we have $E_y^2 = E_x^2 - 2|E_x| - 1$, the necessary condition $E_y^2 > 0$ has the form

$$E_x > E_y = \sqrt{2} + 1 \iff \frac{r}{C(T)} < r_g = \frac{\sqrt{2} - 1}{4} \approx 0.10355. \tag{4.11}$$

Thus, as $r/C(T) \to r_g$, we have $E_1 \to \sqrt{2\sqrt{2} - 1}$, $E_2 \to E_y$.

The union $B = B_1 \cup B_2$ is called the bifurcation set or local separatrix [16].

At $r/C(T) < r_g$ the set $B_2$ defines the region of tristability [9].

In this paper we consider the case of large conductivity of resistor $R$, i.e., $r_g < r/C(T) < 0.125$. Then $B_2 = \emptyset$ and $E_x < E_g$. 

---
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Under these conditions we have \( E^2_x - 1 < E^2_y - 1 = 2\sqrt{2} + 2, C(T)/(2r) > 2\sqrt{2} + 2 \) and for \( \mu = -1 \) the value \( E^2_y \) from Eq. (4.7) is negative; thus, only \( \mu = 1 \) should be considered, and these nonzero states are stable.

It is easy to verify that it follows from Eqs. (4.7) and (4.4) that

\[
E^2_y|_{E_x=E_{1,2}} = \frac{E^4_{1,2} - 6E^2_{1,2} + 1 + |E^1_{1,2} - 6E^2_{1,2} + 1|}{2(E^2_{1,2} - 1)}. \tag{4.12}
\]

At \( r_g < r/C(T) < 0.125 \) we have \( E^4_{1,2} - 6E^2_{1,2} + 1 < 0 \) and at \( \mu = 1 \) it follows that

\[
E^2_y|_{E_x=E_{1,2}} = 0. \tag{4.13}
\]

Finally, we get that at \( r_g < r/C(T) < 0.125 \) and at \( |E_x| \in (E_1, E_2) \) we have stable nontrivial states

\[
E^2_y = E^2_x - 1 - \frac{C(T)}{2r} + \sqrt{\frac{C^2(T)}{4r^2} - 4E^2_x} > 0 \tag{4.14}
\]

and unstable states \( E_y = 0 \). At \( |E_x| \notin (E_1, E_2) \) only the stable state \( E_y = 0 \) is possible.

The results of computer simulation of the bifurcation set and the critical manifold for \( r \in (0, r_g) \) are presented in Fig. 2.

The local separatrix decomposes the space of control parameters into the open subsets of points which parameterize structurally stable potential functions of qualitatively different types.

In Fig. 2a the icons show the behavior of synergetic potential \( \Phi \) at marked points. Local extremes of \( \Phi \) define the critical values of \( E_x^{cr} \) and local minima correspond to macrostates.

---

Fig. 2. Simulation results: (a) the local separatrix \( B_1 \) on the control parameters plane \((E_x, T)\) for \( r = 0.11 \) (solid lines). At points \( A \) and \( C \) the central extremes of synergetic potential are degenerate; (b) the critical transverse field (4.7) at \( r = 0.11, T = 0.06 \). The solid parts of curves represent the macrostates (attractor), and the dotted parts indicate the unstable states (repeller). Point arrows indicate a phase trajectories, which asymptotically tend to one or another branch of the attractor according to the initial conditions (marked by circles), i.e., the macrostate can depend in a discontinuous way on its initial values. Insert: Morse characteristic \( W_2^{cr}(E_x) \) (Eq. (4.8)) corresponding to this bifurcation diagram.
The represented part of the \((E_x, T)\) plane is decomposed into open regions, denoted as I and II, in which potential \(\Phi\) has 1 and 2 minima, respectively (the system has an appropriate number of macrostates). In region I the potential has the only trivial macrostate \(E_y = 0\). In region II Eq. (4.7) has two real (nonzero) solutions \(E_y \neq 0\) located on the upper and lower stable sheets of the critical manifold and corresponding to the local minima of potential \(\Phi\). In this case, the state \(E_y = 0\) is unstable.

Along the curves of the local separatrix some local extremes become degenerate. The curve \(\text{ABC}\) in Fig. 2a is the set \(B_1\) bounding the region of bistability. Each point on this curve parameterizes potential functions for which the central minimum is degenerate. Point \(B\) corresponding to the maximum of the curve \(\text{ABC}\) has the coordinates \(B(\max, T_{\max})\), where \(\max = \sqrt{3}\) regardless of the value of \(r\) and \(T_{\max}\) is the solution of the equation \(C(T) = 8r\).

For a given region of \(E_x\) the path \(T = 0.06\) intersects the local separatrix at two bifurcation points \(A, C\), corresponding to abscissas \(E_1, E_2\). At \(E_x \in (E_1, E_2)\) the potential function \(\Phi\) has two minima. The potential well depth and the distance between minima tend to zero as \(E_x \rightarrow E_1 + 0\) and \(E_x \rightarrow E_2 - 0\). Similarly, at fixed \(E_x = E_{1,2}\) and with varying temperature \(T\) the potential function \(\Phi\) has two minima at \(T < 0.06\), which degenerate as \(T \rightarrow 0.06 - 0\), and when \(T > 0.06\), the potential function \(\Phi\) has only one central minimum. Thus, the potential shape may be controlled both by the applied field and/or by the sample temperature.

Points \(E_1\) and \(E_2\) define the turning points of the bifurcation diagram where the switching of the transverse field occurs. One or two macrostates which lie on the stable sheets of the critical manifold may be observed in Fig. 2b, where a bifurcation diagram, characterizing the nonlinear behavior of the system when changing the applied field, is presented.

The multistability of the macrostates (Fig. 2b) at some values of control parameters means that, as they are varied, the crises of the branches of the attractors occur, which lead to bifurcations and NPTs. Thus, for \(E_x < E_1\), there is a single attractor branch (macrostate) \(E_y = 0\). Under a quasi-static increase of \(E_x\) at \(E_x \approx E_1\) the attractor \(E_y = 0\) turns to a repeller, and a bifurcation of this branch into two symmetric attractor branches \(E_y \neq 0\) occurs. As a result, a spontaneous symmetry breaking and NPT of the second kind occur, and the locally diagram is similar to the classical bi-fork. It is impossible to predict at which branch (top or bottom) there will be a transition. This is determined by small random perturbations. In the range of \(E_x \in (E_1, E_2)\) there are two symmetric macrostates and one unstable state \(E_y = 0\). The range of \(E_x > E_2\) corresponds to only one stable state \(E_y = 0\). In the reverse change the symmetry breaking occurs at \(E_x \approx E_2\). In the language of semiconductor physics, we are talking about switching effects.

Similar effects appear when you change a parameter \(T\) at \(|E_x| = \text{const}\) \[10\].

At \(r/C(T) > 0.125\) the region of bi-stability degenerates, the symmetry macrostate \(E_y = 0\) cannot be violated, and NPTs do not occur. Note also that, as \(r \rightarrow 0\), region II is determined by condition \(|E_x| > 1\), and region I by condition \(|E_x| < 1\).

5. Numerical estimation of output response

For the moment we may view the system as a “black box” and look at how the output power and waveform change as the input signal and system parameters are varied.

The deterministic equation (2.13) describes the evolution of the order parameter under harmonic forcing. This equation was integrated using the embedded fifth-order explicit Runge–Kutta rule with adapted step-size control based on the Dormand and Prince scheme [18, 19].
After the transient processes the system tends to steady state regime, when periodic external influence leads to periodic (nonlinear) fluctuations $E_y^{as}(t)$ of the order parameter around the equilibrium position.

The goal of harmonic studies is to quantify the distortion in power and current waveforms at various kinetic regimes in the system under study.

The primary scope of harmonics modeling and simulation is in the study of periodic, steady-state distortion. Let’s represent a system response in the form of Fourier series

$$E_y^{as}(t) = \bar{E}_y^{as} + \sum_{k=1}^{\infty} A_k \cos(k\Omega t - \varphi_k). \quad (5.1)$$

Here $A_k$ and $\varphi_k$ are, respectively, the amplitude and the phase shift of the $k$th harmonic component defined as

$$A_k = \sqrt{a_k^2 + b_k^2}, \quad \varphi_k = \begin{cases} \pi/2, & a_k = 0, b_k > 0, \\ -\pi/2, & a_k = 0, b_k < 0, \\ \arctan \frac{b_k}{a_k}, & a_k > 0, \\ \pi + \arctan \frac{b_k}{a_k}, & a_k < 0, b_k > 0, \\ -\pi + \arctan \frac{b_k}{a_k}, & a_k < 0, b_k < 0 \end{cases} \quad (5.2)$$

the dc value $\bar{E}_y^{as}$ and Fourier coefficients $a_k, b_k$ are estimated as [2, 20]

$$\bar{E}_y^{as} = \frac{2}{m T_\Omega} \int_0^{m T_\Omega} E_y^{as}(t) \, dt, \quad a_k = \frac{2}{m T_\Omega} \int_0^{m T_\Omega} E_y^{as}(t) \cos(k\Omega t) \, dt, \quad b_k = \frac{2}{m T_\Omega} \int_0^{m T_\Omega} E_y^{as}(t) \sin(k\Omega t) \, dt \quad (5.3)$$

where $T_\Omega = 2\pi/\Omega$ and $m \gg 1$. We include the calculation of values (5.3) in the common scheme. For this we solve the dynamical system

$$\begin{align*}
\frac{dE_y}{dt} & = -\frac{\partial \Phi}{\partial \theta} + r A_0 \cos(\Omega t), \quad E_y|_{t=0} = E_{y0}, \\
\frac{dE_y^{as}}{dt} & = \frac{2}{m T_\Omega} E_y, \quad E_y^{as}|_{t=0} = 0, \\
\frac{da_k}{dt} & = \frac{2}{m T_\Omega} E_y \cos(k\Omega t), \quad a_k|_{t=0} = 0, \\
\frac{db_k}{dt} & = \frac{2}{m T_\Omega} E_y \sin(k\Omega t), \quad b_k|_{t=0} = 0
\end{align*} \quad (5.4)$$

at $t \in [0, m T_\Omega]$.

There are several advantages to using the decomposition in terms of harmonics. Harmonics have a physical interpretation and an intuitive appeal. The number of harmonics to be considered is usually small, which simplifies computation. Consequences such as power amplification can be related to harmonic components and measures of waveform quality can be developed in terms of harmonic amplitudes.
The most commonly used measure of the quality of a periodic waveform is the total harmonic distortion (THD)

\[ THD = \frac{1}{A_1} \sqrt{\sum_{k=2}^{\infty} A_k^2}. \]  \hspace{1cm} (5.5)

When passing the input signal through the nonlinear system the spectrum of the output process is enriched. If the input signal is harmonic, then the periodic modulation of the system leads to periodic perturbation of the potential and of corresponding stationary microstates. As a result, in the spectrum of output signal power, higher harmonics are registered (only odd harmonics in the case of symmetric potential). The amplification coefficient at the \( k \)th harmonics due to nonlinearities is characterized by the ratio

\[ \eta_k = \left( \frac{A_k}{A_0} \right)^2 = Q_k^2, \]  \hspace{1cm} (5.6)

where \( Q_k = A_k/A_0 \) is the amplitude response [2].

6. Forced bifurcations

For numerical simulations let us define the values of controlled parameters at which the effects of spectral amplification and higher harmonics generation occur. Numerical experiments show that such effects manifest themselves in the vicinity of critical points of modulated synergetic potential and have a distinct threshold character with respect to the amplitude of the input signal as a result of forced bifurcation.

We have confirmed the simulation results within the adiabatic approximation for small driving frequencies \( \Omega \ll 1 \). All calculations in this section were accomplished at \( \Omega = 0.001 \).

In Fig. 3a the bifurcation diagrams for dc values \( E_{as} \) of output response (see Eq. (5.3)) as a function of the applied electric field are presented. The initial values \( E_{y0} \) for the solution of Eq. (2.13) were chosen in the basin of attraction of the upper branch of the attractor presented in Fig. 2b. At \( A_0 \ll 1 \) the dc component coincides with the static macrostate \( E_{st} \) which is the static attractor. This demonstrates, in particular, the possibility of reconstructing the static critical sets via detection of the dc component of nonlinear response generated by a weak signal.

By variation of the applied field \( E_x \) the crises of the dc values occur, which lead to bifurcations and NPTs. That is, for \( A_0 = 0.01 \) and \( E_x < E_1^{th} \approx 1.64 \), there is a single attractor branch \( E_{as} = 0 \). Under a quasi-static increase of \( E_x \) at \( E_x \approx E_1^{th} \) the attractor \( E_{as} = 0 \) turns to a repeller, and the dc value switches by jump to the attractor branch \( E_{as} \neq 0 \). As a result, a spontaneous symmetry breaking and NPT of the first kind occurs. In the reverse change the symmetry breaking occurs at \( E_x \approx E_2^{th} = 1.94 \). In the range of \( E_x \in (E_1^{th}, E_2^{th}) \) the dc value is near to the static macrostate: \( E_{as} \approx E_{st} \).

Thus, at given \( E_x \) there exists a critical threshold value \( A_0^{th} \) at which the dc-component \( E_{as} \) switches from \( E_{as} \) to zero, and this effect may be interpreted as an attractor escaping by forced bifurcation.

This effect may be simply explained. Consider, for example, a system governed by a double well symmetric static potential \( \Phi \). The system is exposed to a harmonic external modulation which is additive. This means that the physical action of the modulation is to “rock” the static potential \( \Phi \) to and fro. This has the effect of lowering and raising each potential well with respect to the barrier separating the well. At weak \( A_0 \) the oscillation of the order parameter \( E_{as}(t) \)
Fig. 3. Simulation results: (a) bifurcation diagram for the dc value of output response $E_y^{as}$ versus $E_x$ for some values of $A_0$. The curves are: 1) $A_0 = 0.0001$, dc component $E_y^{st}$ for this weak input signal coincides with $E_y^{as}$ (see Fig. 2b); 2) $A_0 = 0.005$; 3) $A_0 = 0.01$. The parameters are: $r = 0.11$, $T = 0.06$. Forced bifurcations of the dc-component and switching effects are observed. (b) modulated potential $\Phi = \Phi + A_0 \cos \Omega t$ versus the transverse field $E_y$. The curves correspond to the following values of $t$: 1) $t = 0$; 2) $t = 0.25T_\Omega$, the potential profile coincides with the symmetric static potential $\Phi$; 3) $t = 0.5T_\Omega$; the parameters are: $A_0 = 0.01$, $r = 0.11$, $E_x = 1.94$, $T = 0.06$.

occurs around the static macrostate, i.e., $E_y^{as} = E_y^{st}$. Thus, the output response is confined to one well. By contrast, when the input voltage is increased, at threshold value $A_{0th}$, one of the off-center wells disappears and the corresponding minimum of the modulated potential becomes degenerate. According to the convention of perfect delay, the system escapes the well corresponding to the initially chosen attractor $E_y > 0$ and spends the second half of the period in the other potential well at $E_y < 0$. This occurs at $t = 0$ and $t = 0.5T_\Omega$ when $\Phi = \Phi \pm E_y r A_{0th}$. At such $A_{0th}$ the forced bifurcation occurs and the dc value of the system output response becomes zero (there will always be a switching event). In contrast, "multiplicative", or "parametric" modulation (by changing the applied field or (and) temperature), as it is sometimes called, has the effect of modulating only the height of the barrier leaving the relative levels of the two off-center wells unchanged. Thus, for some combinations of input voltage and internal parameters the above-mentioned forced bifurcation occurs. A schematic representation of this dynamics is shown in Fig. 3b.

The result of forced bifurcation is the periodic switching of output response $E_y^{as}(t)$ between the potential wells; thus, the input signal modulates the system state occupations. This effect is illustrated in Fig. 4. We observe the input signal enhancement which at $E_x = 1.64$ and $E_x = 1.94$ (forced bifurcation points) is accompanied by distortion of the output signal wave front, i.e., higher harmonics generation occurs.

The set of points $(E_x, A_0)$ on the corresponding parameter plane for which forced bifurcations occur represents the forced bifurcation separatrix, which is presented in Fig. 5a. If some path on the $(E_x, A_0)$ plane traverses the forced bifurcations separatrix, forced bifurcations occur and the higher harmonics of output response appear in the vicinity of separatrix points.
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Fig. 4. Simulation results: system response to the input harmonic signal. The curves are: 1) $E_x = 1.64$; 2) $E_x = 1.94$; 3) $E_x = 1.79$. The parameters are: $A_0 = 0.01$, $r = 0.11$, $T = 0.06$. Forced bifurcations of dc-component and switching effects are observed.

For the point 1 (at which $T = 0.06$, $E_x = 1.94$, $A_0 = 0.01$) the time dependence of the modulated potential is clarified in Fig. 3b. The region between the left and right branches of the separatrix defines the values of parameters at which the effect of higher harmonic generation doesn’t show up and the output response is a pure harmonic signal, as illustrated in Fig. 5b.

Therefore, the effect of higher harmonics generation has a distinct threshold character with respect to changing the control parameters and is accompanied by switching of the dc value of output response which may be interpreted as a forced bifurcation.
Weak Signals Amplification Through Controlled Bifurcations

In Fig. 6 it is shown that the magnitudes of output response harmonics can be controlled by the applied field $E_x$ or by sample temperature $T$. The curves demonstrate resonant behaviors with maximums at points of forced bifurcation.

The curves peaks correspond to points $(E_x, T, A_0)$ at the forced bifurcation separatrix presented in Fig. 5a.

As mentioned above, the harmonic forcing violates the static attractor and stimulates the attractor escaping through the forced bifurcations (see Fig. 3a). At very small input voltage ($A_0 \ll 1$) we have $E_0 \approx E_y^{st}$. So the detection of the dc component of output response to a weak signal by varying the internal parameters $(E_x, T)$ may provide information about the macrostates of the nonlinear system of interest.

Now we consider the possibility of identifying the static bifurcation set by observation of the system response to weak harmonic forcing. For this, at given $A_0$ we calculate the amplification coefficient of output response by varying $(E_x, T)$ and check the values at which the high peaks are observed (these are the points in parameters space at which the forced bifurcations occur). The results of computer experiments are presented in Fig. 7.

The results presented may be interpreted as violations of the static local separatix by input harmonic forcing. At $A_0 \ll 1$ these violations are small and the points of forced bifurcations define the points of degeneration of the synergetic potential, i.e., the static bifurcation set.

Thus, we conclude that when weak harmonic forcing is applied to the system under consideration, the observation of output response may provide the identification of critical sets of the synergetic potential of the system.

7. Weak signal amplification through bifurcation

For given $T \in (0, T_{max})$, forced bifurcations occur at $E_x \in (E_1, E_2)$ (see Fig. 2). Consider a situation where $E_x \rightarrow E_1 + 0$. Then the threshold value $A_{th}$ tends to zero, as may be seen in Fig. 8a.
Fig. 7. Simulation results: (a) points in parameters space at which the forced bifurcations occur for different values of input voltage: 1) $A_0 = 0.0001$, the curve coincides with the local separatrix (see Fig. 2a); 2) $A_0 = 0.005$; 3) $A_0 = 0.01$; 4) $A_0 = 0.02$; 5) $A_0 = 0.04$. The parameters are: $r = 0.11$. With further increase of $A_0$ the curves degenerate as shown in Fig. 7b. (b) critical values of temperature $T$ (at which forced bifurcations occur for given $E_x$ and $A_0$) versus $A_0$. The curves are: 1) $E_x = 1.64$; 2) $E_x = \sqrt{3}$. The parameters are: $r = 0.11$.

Fig. 8. Simulation results: (a) total harmonic distortion versus $A_0$. The curves are: 1) $E_x = 1.64$; 2) $E_x = 1.55$; 3) $E_x = 1.53$; the parameters are: $r = 0.11$, $T = 0.06$, $E_1 = 1.4895$. (b) amplitude response for odd harmonics versus $A_0$. The parameters are: $r = 0.11$, $T = 0.06$, $E_1 = 1.4895$, $E_x = 1.5$.

In this case, the total harmonic distortion $THD \to 0$; this means that the output response becomes harmonic, i.e, $Q_1 \gg Q_{3,5,\ldots}$ and the first harmonic is enhanced. It may be seen in Fig. 8b. Numerical simulations show that the same phenomena occur as $E_x \to E_2 = 0$.

Thus, we may conclude that for a weak input signal ($A_0 \ll 1$) the forced bifurcations occur at values of inner control parameters $E_x \approx (E_1, 2, T)$, i.e., near the points $A$ and $C$ on the local separatrix (see Fig. 2a). The higher harmonics are suppressed and the approximation of linear response (that is, with linear or “mildly” nonlinear internal dynamics) is valid $E_0^a(t) \approx A_0 Q_1 \cos(\Omega t - \varphi_1)$ [1] because higher harmonics are practically absent in this case. In addition, $Q_1 \gg 1$, i.e., signal enhancement is observed.
Figure 9 displays the 3D surface of the first harmonics amplitude response $Q_1$ versus control parameters $(E_x, T)$. One may verify that the maximum of $Q_1$ occurs in the vicinity of the separatrix according to Fig. 2a. Note that the maximal values of the spectral amplification coefficient reach considerable values $\eta_1 \sim 10^4$.

As the inner control parameters are varied, the amplification effect manifests a clearly resonant character and is accompanied by a corresponding phase shift of the first harmonic of output response. It is demonstrated in Figs. 10 and 11.

The jumps on these curves occur when the pass in the control parameter space traverses the forced bifurcation separatrix presented in Fig. 5a.
8. Discussion

In summary, our analysis has discovered the novel phenomena of the parameter-tuning weak signal amplification effect when viewed from the nonequilibrium phase transitions in lateral superlattices. As model simulations show, under the action of harmonic forcing signal one can expect a rich structure of behaviors of output response of quasi-two-dimensional electron gas. A weak signal detection strategy is further proposed and explained in detail by exploring the influences of system output response with different input signals.

The underlying mechanism is fairly simple and robust. The effect requires the following basic ingredients of a system: (i) a coherent input (such as a periodic signal); (ii) a self-organization mechanism that is inherent in the system, and that adds to the coherent input. (iii) an energetic activation barrier or, more generally, a form of threshold. Given these features, the response of the system undergoes resonance-like behavior of the spectral amplification coefficient as a function of control parameters. This is not strictly a resonance in the sense of an increased response when a driving frequency is tuned to the “natural frequency” of the system. In our system we observed the resonant behaviors when the output response is maximized when some parameters — in this case the applied field and sample temperature — are tuned near certain values, namely, the points of symmetry breaking.

Here, some important aspects are summarized and related to computer simulations.

1. By variation of inner control parameters we change the form and number of extremes of the potential function which governs the dynamics of the system, thus controlling the reorganizations of the macrostates of the unforced system (bifurcations).

2. The harmonic forcing violates the static macrostates. The most sensitive are the breaking symmetry points of those values of control parameters for which degeneration of potential function occurs. For a weak input signal ($A_0 \ll 1$) the dc-component of output response coincides with static macrostates: $E_{dc} \approx E_{sy}^{st}$. This means, among other things, that the detection of response to the weak signals may be used for reconstruction of critical values of the synergetic...
potential. Also, the approximation of linear response (that is, with linear or “mildly” nonlinear internal dynamics) is valid $E_y(t) \approx A_0 \cos(\Omega t - \varphi_1)$ [1] because higher harmonics are practically absent in this case.

3. A unique synergetic potential model makes it more efficient and effective to adjust the system parameters at which the effect of signal amplification comes up more easily.

4. It is shown that the effect of signal amplification is determined by the forced bifurcation of the dc-component of the output response and this bifurcation has the form of a threshold. In order to get amplification of very high order, we need to adjust the input voltage to the applied field and sample temperature according to the separatrix for forced bifurcations of the dc-component of output response. For the weak input signal ($A_0 \ll 1$) this separatrix coincides with the static bifurcation set of the synergetic potential. This means, among other things, that when weak harmonic forcing is applied to the system under consideration, the observation of output response may provide the identification of critical sets of the synergetic potential of the system.

5. We have demonstrated electric and temperature control of the output response of quasi-two-dimensional electron gas under harmonic forcing and observed the resonant behaviors when the output signal power is maximized when some parameters — in this case the applied field and the sample temperature — are tuned near certain values. The maximal manifestation of the amplification effect occurs along the border of the bistability region, i.e., along the local separatrix.

Numerical estimations of the effects considered are reduced, in general, to measurement units. At $d = 10^{-8}$ m, $\tau = 10^{-12}$ s, $\Delta = 1.6 \cdot 10^{-21}$ J, $n = 10^{21}$ m$^{-3}$ we get $T_0 \approx 100$ K, $E_0 \approx 6.6 \cdot 10^4$ V/m, $j_0 \approx 2.4 \cdot 10^7$ A/m$^2$.

9. Conclusions

In recent decades, the great interest in the weak signals detection and amplification is due to a wide range of their possible applications in science and technology.

The parameter-tuning weak signal amplification through bifurcations has great prospects in the applications of signal processing in nonlinear communications systems. In this paper, we report, for the first time to our knowledge, a theoretical and numerical study of the possibility of controlled weak signal amplification through bifurcation by quasi-two-dimensional electron gas.

This paper investigates a new potential model to realize the thermally and electrically controlled amplification effect. This model is based on advanced materials such as lateral superlattices and presents an interesting scenario in which the self-organization effects contribute significantly to the occurrence of signal amplification through bifurcation, a situation that is not found in most familiar models.

The implementation of bifurcation-based amplifier principles, as described here, is based on lateral superlattices. Here we offer the first detailed study of the frequency response of these lattices, as well as a method designed to find the values of system parameters that result in signal amplification. The crux of the method is to locate regions in control parameters space where the output response is intensified. These findings are supported by extensive numerical simulations.

The results of this paper demonstrate that the interplay of external driving and self-organization leads to the onset of specific spectral features in the output power spectra of nonlinear systems. Thus, investigations in the region of self-organization open up possibilities
for the creation of fundamentally new physical devices. We believe that the simple and generic principles underlying the phenomenon considered suggest its applicability to a wide variety of physical systems, such as laser cavities, superconducting resonators, coupled Josephson junctions, and possibly even to oscillating chemical and biological systems.
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