Mathematical Modeling of Plasma Dynamics for Processes in Capillary Discharges

V. V. Kuzenov, S. V. Ryzhkov

A statement of the problem is presented and numerical modeling of plasma-gas-dynamic processes in the capillary discharge plume is performed. In the developed model, plasma dynamic processes in a capillary discharge are determined by the intensity, duration of plasma formation processes in the capillary discharge channel, and thermodynamic parameters in the surrounding gaseous medium. The spatial distribution of temperature, density and pressure, radial and longitudinal velocities of pulsed jets of several capillary discharge channels is presented.
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1. Mathematical model

Pulse capillary discharge is one of the relatively simple methods for producing plasma [1, 2]. It is well known that this type of discharge is characterized by a long, fairly stable plasma structure of the pulsed jet in the atmosphere. The pulsed capillary discharge — a plasma flow generator in the experiments — was an interelectrode insert from a textolite cylinder with a diameter of 150 mm and a height of 50 mm, with an axial hole that is a working channel of a capillary discharge, electrodes, and housing. The electrodes were made in the form of flat steel plates, one of which covered the capillary discharge channel on one side. The initial breakdown of the plasma was carried out using electric explosion inside the capillary of metal conductors. Aluminum, copper or lead were used as plasma-forming substances.

In this paper, we consider individual results of a numerical study of the processes of formation and development, as well as broadband radiation from large-scale toroidal plasma vortex.
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structures (which form near the boundary of a pulsed jet) and a capillary discharge torch in the air atmosphere.

When carrying out these calculations, the capillary discharge channel was not considered, and the gas-dynamic parameters flowing into the flooded space of the pulsed plasma jet were estimated as follows. In a first approximation, the mathematical model of plasmodynamic processes inside a channel of a capillary discharge can be constructed from the condition that the energy deposited from a capacitive storage is emitted by an optically dense plasma, and all electrical energy is transferred to the thermal energy of the plasma, which expires with sound velocity through a section of a capillary discharge.

Plasma-dynamic processes occurring in a plasma torch of a capillary discharge can be determined using the system of equations of viscous two-temperature radiation plasma dynamics. The numerical method for the equations of plasma dynamics is based on the method of fractional steps. The numerical solution is also described in [3, 4].

2. Numerical algorithm

The mathematical formulation and solution of the “hyperbolic” part of the system of equations is based on the divergent form and is formulated in the following two ways:

\[ \frac{\partial \tilde{U}}{\partial t} + \frac{\partial F(\tilde{U})}{\partial \xi} = \tilde{F}_2, \quad \text{or} \quad \frac{\partial \tilde{U}}{\partial t} = L(U), \quad L = -\frac{\partial F(\tilde{U})}{\partial \xi} + \tilde{F}_2, \]

where \( \xi \) is the parameter that may take one of the values of the set of values \((r, z)\), the solution vector is \( \tilde{U} = (\rho, \rho u_\xi, \rho E)^T \), and the vector of the right side is \( \tilde{F}_2 = (F_\rho, F_{\rho u}, F_E)^T \).

We present the vector version of the system of Euler equations to normal form with the time derivative selected on the left \( \frac{\partial \tilde{U}_i}{\partial t} \): \( \frac{\partial \tilde{U}_i}{\partial t} = L(U_i) \), where \( L \) is the right side of the system of Euler equations that does not contain time derivatives. The solution obtained at the previous time step is used as the initial approximation. Then the four-step version of the Runge–Kutta method is implemented as the following sequence of steps:

\[
\begin{align*}
\tilde{U}_i^{(1)} &= \left[ \tilde{U}_i^{(0)} + \frac{\Delta t}{4} L\left(\tilde{U}_i^{(0)}\right) \right], \\
\tilde{U}_i^{(2)} &= \left[ \tilde{U}_i^{(0)} + \frac{\Delta t}{3} L\left(\tilde{U}_i^{(1)}\right) \right], \\
\tilde{U}_i^{(3)} &= \left[ \tilde{U}_i^{(0)} + \frac{\Delta t}{2} L\left(\tilde{U}_i^{(2)}\right) \right], \\
\tilde{U}_i^{(4)} &= \left[ \tilde{U}_i^{(0)} + \Delta t L\left(\tilde{U}_i^{(3)}\right) \right].
\end{align*}
\]

It is known that such a method of finding a solution \( \tilde{U}_i \) with respect to time \( t \) solves one of the problems of numerically solving the Euler equations — the need to ensure that the desired functions are positive (if at \( t^n \) the solution is positive, then it remains positive at \( t^{n+1} \)). In the first fractional step, the divergent form of the Euler equations of the following form is used:

\[
\begin{align*}
\frac{\partial p}{\partial t} + \frac{\partial \rho u_\xi}{\partial \xi} &= F_\rho, \\
\frac{\partial (\rho u_\xi)}{\partial t} + \frac{\partial (\rho u_\xi^2 + P)}{\partial \xi} &= F_{\rho u}, \\
\frac{\partial (\rho E)}{\partial t} + \frac{\partial (\rho Eu_\xi + Pu_\xi)}{\partial \xi} &= F_E.
\end{align*}
\]

This system of equations can be written in the vector form: \( \partial \tilde{U}/\partial t + \partial F(\tilde{U})/\partial \xi = \tilde{F}_2 \), where \( u_\xi = (u, v) \), the solution vector has the form \( \tilde{U} = (\rho, \rho u_\xi, \rho E)^T \), and the vector of the right side
The nonmonotonicity index is calculated represented by piecewise polynomial distributions of the form: 

\[ \frac{\partial \bar{U}_i}{\partial t} + \frac{F(\bar{U}_{i+1/2}) - F(\bar{U}_{i-1/2})}{\Delta \xi} = \bar{F}_2, \quad \Delta \xi = [\xi_{i-1/2} - \xi_i, \xi_{i+1/2} - \xi_i] . \]

The gas-dynamic parameters \( U_i^{n+1}, U_i^n \) relate to the centers of the calculated cells, while the flows \( F_{i+1/2}^n \) must be determined on the surface of these cells. At the same time, in order to increase the order of approximation of the difference scheme, the gas-dynamic parameters \( Y_{i+1/2}^{RL} \) should be “restored” to the right (index — \( R \)) and “left” (index — \( L \)) from the boundaries of the calculated cells. Then any reconstructed function \( Y(x) \), \( x = \{\xi\} \), \( \xi \in \left[ -\Delta \xi/2, \Delta \xi/2 \right] \) is represented by piecewise polynomial distributions of the form:

\[ Y(\xi) = F_i^n(\xi) = Y_i + \varphi(Y_i) \left( \frac{\partial Y}{\partial \xi} \right)_i |\xi - \xi_i| + \frac{\varphi(Y_i)}{2!} \left( \frac{\partial^2 Y}{\partial \xi^2} \right)_i |\xi - \xi_i|^2 + \]

\[ + a_i|\xi - \xi_i|^3 + b_i|\xi - \xi_i|^4 + c_i|\xi - \xi_i|^5 + d_i|\xi - \xi_i|^6 + e_i|\xi - \xi_i|^7 = Y_i + \delta Y. \]

These piecewise-polynomial distributions should be limited (to make them monotonous) to some function \( \varphi(Y) \) — the limiter, which has the following form:

\[ \varphi(Y_i) = \min \left( 1, \frac{|Y_i - \max(Y_k)|}{|Y_i - \max(Y_{k-1/2}, Y_{k+1/2})|}, \frac{|Y_i - \min(Y_k)|}{|Y_i - \min(Y_{k-1/2}, Y_{k+1/2})|} \right) . \]

The function \( Y(x) \) satisfies the conditions of smooth conjugation:

\[ \frac{dF_i^n(\xi_{i-1})}{d\xi} = Y_{i-1}^n, \quad \frac{dF_i^n(\xi_{i+1})}{d\xi} = Y_{i+1}^n, \]

and the condition of conservatism of the reconstructed function \( Y(x) \):

\[ \frac{1}{\Delta \xi} \int_{\Delta \xi/2}^{+\Delta \xi/2} Y_i^n(\xi)d\xi = Y(\xi_i) . \]

The above conditions for smooth conjugation can be formulated as a system of linear algebraic equations. The spatial derivatives \( (\partial Y/\partial \xi)_{i,j} \) included in the piecewise-polynomial distributions of \( Y(\xi) \), are calculated as follows: first, for the discrete function \( Y \) we determine the approximate value \( F_i \) of the first partial derivative in the spatial variable \( \xi \) with the eighth order of accuracy. To do this, in each cell with the number \( i \) for each restored value \( Y_{i,j} \) the nonmonotonicity index is calculated \( Ind(Y) \):

\[ Ind(Y)_i = \frac{1}{12} \left| -Y_{i+2,j} + 16Y_{i+1,j} - 30Y_{i,j} + 16Y_{i-1,j} - Y_{i-2,j} \right| \]

\[ + \frac{1}{2} \left| -Y_{i+2,j} + 4Y_{i+1,j} - 3Y_{i,j} + 4Y_{i-1,j} - Y_{i-2,j} \right| + \theta , \]

where \( \theta \) is the small parameter.
Next, we find the first derivative \( f_i \) with respect to the variable \( \xi \) by the usual approximation formula of the second order of accuracy and make its “monotonous restriction” on the grid: \( \tilde{f}_i = \varphi(Y_i) f_i \), \( f_i = (Y_{i+1} - Y_{i-1})/(2\Delta \xi) + O(\Delta^2 \xi) \), where \( \Delta \) is the step of the spatial grid in the direction \( \xi \). Then the approximate “monotonized” value \( \tilde{F}_i \) of the first partial derivative with respect to spatial variables with an approximation error at the level \( F_i = \frac{\partial f}{\partial \xi} + \frac{\Delta^6 \xi}{2160} + O(\Delta^8 \xi) \) can be found using the formula of the form (i.e., by solving a system of equations with a tridiagonal matrix): \( \tilde{Q}_i = (E + \Delta \xi/30) \tilde{F}_i \), \( \tilde{F}_i = \{(E + \Delta \xi/6)^{-1} Q_i\} \), where \( \Delta_0 f_i = f_{i+1} - f_{i-1} \), \( \Delta_2 f_i = f_{i+1} - 2f_i + f_{i-1} \), \( M \) is the unit operator. This formula is a symmetric finite difference of the sixth order of accuracy:

\[
\tilde{F}_i \approx \frac{\partial f}{\partial \xi} = \left( E + \frac{5 \cdot \Delta \xi}{42} \right) \tilde{f}_i.
\]

In piecewise-polynomial distributions there are second-order spatial derivatives \( \left( \frac{\partial^2 Y}{\partial \xi^2} \right)_i = s_i \), which are calculated with the eighth order of accuracy [4]:

\[
\frac{9}{38} (s_{i+1} + s_{i-1}) + s_i = -\frac{751}{342\Delta^2} Y_i + \frac{147}{152\Delta^2} (Y_{i+1} + Y_{i-1}) + \frac{51}{380\Delta^2} (Y_{i+2} + Y_{i-2}) - \frac{23}{6840\Delta^2} (Y_{i+3} + Y_{i-3}).
\]

Then an “antidiffusion” correction of the “recoverable” parameters \( Y(\xi) \) is performed at the edges of the cell \( Y_{i \pm 1/2} \) [5, 6].

It is known from the theory of approximation of the functions \( Y(\xi) \) by a truncated Taylor series (some polynomial) that oscillations of the interpolated function occur in the neighborhood of discontinuities of the original function \( Y(\xi) \) (and in areas of large solution gradients). However, the function \( Y(\xi) \) can be expanded into a series of a more general form (into a Lagrange–Burman series) in powers of a certain function \( f(\xi - \xi_i) \). In this case, it is possible to choose the function \( f(\xi) \) so as to reduce the amplitude of the parasitic oscillations of the numerical solution in the region \( \xi \approx 1 \). Let the main part of the reconstructed function \( Y(x) \), \( [x = \{\xi\}] \), \( \xi \in [-\Delta \xi/2, \Delta \xi/2] \) be expanded in a series in powers of the function \( f(x) \) by means of the Lagrange–Burman decomposition [7], then the reconstructed function \( Y(\xi) \) can be written as

\[
Y(\xi) = F_{i}^{0}(\xi) = Y_i + \varphi(Y_i) \left\{ f(\xi - \xi_i)p_1 + \frac{f^2(\xi - \xi_i)}{2!} p_2 + \right. \\
+ a_1[\xi - \xi_i]^3 + b_1[\xi - \xi_i]^4 + c_1[\xi - \xi_i]^5 + d_1[\xi - \xi_i]^6 + e_1[\xi - \xi_i]^7 \right\},
\]

\[
p_1 = \left( \frac{\partial Y}{\partial \xi} \right)_i, \quad p_2 = \frac{1}{2} \left( \frac{\partial f}{\partial \xi} \right)_i, \quad \left( \frac{\partial^2 Y}{\partial \xi^2} \right)_i, \quad \left( \frac{\partial f}{\partial \xi} \right)_i, \quad \left( \frac{\partial^2 f}{\partial \xi^2} \right)_i,
\]

where \( p_1, p_2 \) are the first coefficients of the expansion of the function \( Y(\xi) \) into a truncated Lagrange–Burman series [8, 9]. Note [7] that, under the condition \( f(\xi) = \xi \), the coefficients \( p_1, p_2 \)
pass into the coefficients of the ordinary Taylor series for the corresponding powers of the monomial \((\xi - \xi_i)\). In the discontinuity region the expansion \(\ell_i \approx 1\) in the Lagrange–Burman series is carried out in powers of the monotonic function:

\[
f(\xi) = \Delta_\xi \text{th} \left( \frac{\beta}{\Delta_\xi} (\xi - \xi_i) \right), \quad \beta = 4 \cdot \text{Ind}(Y) + 6 \cdot (1 - \text{Ind}(Y)), \quad \left( \frac{\partial f}{\partial \xi} \right)_i \neq 0.
\]

For the reconstructed function \(Y(\xi)\) in the region \(\ell_i \approx 1\) (near strong discontinuities), the conditions of smooth conjugation and conservatism can be formulated as a system of linear algebraic equations.

3. Results of mathematical modeling

Figures 1–5 show two-dimensional spatial distributions of temperature, density, velocity and pressure at time \(t = 58.2 \mu s\) and \(t = 94.6 \mu s\) for \(W_0 = 2.7\) kJ, \(d_k = 10\) mm, \(P_\infty = 1\) atm. As we can see from the spatial distributions, the primary toroidal vortex structures are developed at the initial stage.

A particular case of vortex structures is a plasma toroidal vortex or a ring vortex [10–13]. One of the main and important properties of the toroidal vortex is that it travels in an unbounded medium before its decay long distances compared to a cloud (plasma, gas, liquid) of the same size as the vortex. Thus, the distance traveled by the toroidal vortex to its decay can reach a value \(z_{\text{max}} \approx (60 \div 150)R_{\text{in}}\) depending on their initial parameters (\(R_{\text{in}}\) is the initial radius of the toroidal vortex).

The form of plasma retractable Al erosion vapors (with a longitudinal velocity \(\sim 7\) km/s) into the air can conditionally be described as follows: the “head” part is a spherical surface, and the “side” part has a conical surface.

This form of Al erosion vapor plasma is close to the flow form in the “stagnant” (bottom) region, where as a result of dissipation of the kinetic energy of the flow, the volume of gas adjacent to the surface of erosive vapor Al loses its kinetic energy and the remaining kinetic
energy is not enough to achieve its back surface and the flow stops. In the external potential flow, the pressure is restored (increases downstream) in accordance with the Bernoulli law, since there is no dissipation here. This pressure applies to the entire depth of the mixing layer.

As a result, a pressure minimum occurs in the flow zone from the separation point to the attachment, and a positive pressure gradient exists downstream from it (that is, a positive pressure gradient $\nabla P$ acts against the flow), which leads to the appearance of a return flow.
Fig. 4. Distribution of radial and longitudinal velocities in a pulsed jet of a capillary discharge, passing through the center of the accelerating vortex at the moment of time $t = 94.6 \mu s$.

Fig. 5. The longitudinal distribution of temperature and pressure in a pulsed jet of a capillary discharge (passing through the axis of symmetry of the plasma formation) at the time $t = 94.6 \mu s$.

4. Conclusion

The statement of the problem is presented and numerical modeling of plasma-gas-dynamic processes in the capillary discharge plume and other applications is performed as the development of Ref. [14–17]. In the developed model, plasma dynamic processes in a capillary discharge are determined by the intensity, duration of plasma formation processes in the capillary discharge channel, and thermodynamic parameters in the surrounding gaseous medium. Comparison of
the results of calculations in a single plume of a capillary discharge with known and available experimental data was made. Their satisfactory compliance is noted. Calculations of pulsed jets arising from adjacent channels of a high-current capillary discharge were carried out.
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